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The Vision of Open Science



Vision for a New Era of Research Reporting 
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WƛƳ DǊŀȅΩǎ ±ƛǎƛƻƴΥ !ƭƭ Scientific Data Online

ÅMany disciplines overlap and use data 
from other sciences. 

ÅInternet can unify all literature and 
data

ÅGo from literature to computation to 
data back to literature. 

ÅInformation at your fingertips ς
For everyone, everywhere

ÅIncrease Scientific Information 
Velocity

ÅHuge increase in Science Productivity

(CǊƻƳ WƛƳ DǊŀȅΩǎ ƭŀǎǘ ǘŀƭƪύ
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OSTP Memo: Open Science and Open Access



Open Access to Scholarly Publications and Data:  
2013 as the Tipping Point? 

ÅUS OSTP Memorandum 26 February 2013

ÅGlobal Research Council Action Plan 30 May 2013

ÅG8 Science Ministers Joint Statement 12 June 2013

ÅEuropean Union Parliament 13 June 2013



US White House Memorandum

ÅDirective requiring the major Federal Funding agencies άǘƻ ŘŜǾŜƭƻǇ ŀ 
plan to support increased public access to the results of research funded 
ōȅ ǘƘŜ CŜŘŜǊŀƭ DƻǾŜǊƴƳŜƴǘΦέ

ÅThe memorandum defines digital data άŀǎ ǘƘŜ ŘƛƎƛǘŀƭ ǊŜŎƻǊŘŜŘ ŦŀŎǘǳŀƭ 
material commonly accepted in the scientific community as necessary to 
validate research findings including data sets used to support scholarly 
publications, but does not include laboratory notebooks, preliminary 
analyses, drafts of scientific papers, plans for future research, peer 
review reports, communications with colleagues, or physical objects, 
ǎǳŎƘ ŀǎ ƭŀōƻǊŀǘƻǊȅ ǎǇŜŎƛƳŜƴǎΦέ 

22 February 2013



ÅThe NIH Public Access Policy
ensures that the public has 
access to the published results of 
NIH funded research. 

ÅRequires scientists to submit final 
peer-reviewed journal 
manuscripts that arise from NIH 
funds to the digital archive 
PubMed Centralupon acceptance 
for publication. 

ÅPolicy requires that these papers 
are accessible to the public on 
PubMed Central no later than 12 
months after publication.

The US National Library of Medicine

Nucleotide 
sequences

Protein 
sequences

Taxon

Phylogeny
MMDB

3 -D Structure

PubMed 
abstracts

Complete 
Genomes

PubMed Entrez 
Genomes

Publishers Genome 
Centers

Entrezcross-database search tool 

ü Jim Gray worked with David Lipman and his team at NCBI to 
ŎǊŜŀǘŜ ŀ ΨǇƻǊǘŀōƭŜΩ ǾŜǊǎƛƻƴ ƻŦ tǳōaŜŘ /ŜƴǘǊŀƭ

ü This is now deployed in Europe and elsewhere

http://publicaccess.nih.gov/policy.htm
http://www.pubmedcentral.nih.gov/


ÅOnceposted to PubMed Central, results of NIH-funded researchbecome
more prominent, integratedandaccessible,makingit easierfor all scientists
to pursuebLIΩǎresearchpriority areascompetitively.

ÅPubMedCentralmaterialsare integratedwith largeNIHresearchdatabases
suchasGenbankandPubChem, whichhelpsacceleratescientificdiscovery.

ÅThepolicyallowsNIHto monitor, mine,anddevelopits portfolio of taxpayer
fundedresearchmoreeffectively,andarchiveits resultsάƛƴperpetuityέ

US NIH Open Access Policy







New Requirements for DOE Research Data





bL{¢Ωǎ tǳōƭƛŎ !ŎŎŜǎǎ tƭŀƴ



ÅPMC Compliance Rate
ÅBefore legal mandate compliance was 19%

ÅSigned into law by George W. Bush in 2007

ÅAfter legal mandate compliance up to 75%

ÅNIH have taken a further step of announcing that, ΨǎƻƳŜǘƛƳŜ ƛƴ нлмоΩ 
they stated that they
ΨΧ ǿƛƭƭ ƘƻƭŘ ǇǊƻŎŜǎǎƛƴƎ ƻŦ ƴƻƴ-competing continuation awards if publications 
arising from grant awards are not in compliance with the Public Access PolicyΦΩ

ÅNIH now implemented their policy about continuation awards
ÅCompliance rate increasing ½% per month

ÅBy November 2014, compliance rate had reached 86%

NIH  Open Access Compliance?



University of California approves Open Access

ÅUC is the largest public research university in the world 
and its faculty members receive roughly 8% of all 
research funding in the U.S. 

ÅUC produces 40,000 publications per annum 
corresponding to about 2 ς3 % of all peer-reviewed 
articles in world each year

ÅUC policy requires all 8000 faculty to deposit full text 
copies of their research papers in the UC eScholarship
repository unless they specifically choose to opt-out 

2 August 2013



Open Science and Research Reproducibility



Jon Claerboutand the Stanford Exploration 
Project (SEP) with the oil and gas industry

ÅJon Claerboutis the Cecil Green Professor Emeritus of Geophysics at Stanford 
University
ÅHe was one of the first scientists to recognize that the reproducibility of his 

geophysics research required access not only to the text of the paper but also to 
the data being analyzed and the software used to do the analysis

ÅHis 1992 Paper 
introduced an
early version of an 
ΨŜȄŜŎǳǘŀōƭŜ ǇŀǇŜǊΩ 





Serious problems of research reproducibility 
in bioinformatics

ÅReviewof 2,047 retracted articles indexedin PubMedin May of
2012concludedthat:
Å21.3%wereretractedbecauseof errors,

Å67.4%wereretractedbecauseof scientificmisconduct
ÅFraudor suspectedfraud (43.4%)

ÅDuplicatepublication(14.2%)

ÅPlagiarism(9.8%)

ÅStudy by pharma companiesBayer and Amgen concludedthat
between 60% and 70% of biomedicine studies may be non-
reproducible
ÅAmgenscientistswere only able to reproduce7 out of 53 cancerresults

publishedin ScienceandNature





Computational Science and Reproducibility



Computational Science: The Third Paradigm

Thousand years ago ςExperimental Science
Å Description of natural phenomena

Last few hundred years ςTheoretical Science
Å bŜǿǘƻƴΩǎ [ŀǿǎΣ aŀȄǿŜƭƭΩǎ 9ǉǳŀǘƛƻƴǎΧ

Last few decades ςComputational Science
Å Simulation of complex phenomena

Today ςData-Intensive Science
Å Scientists overwhelmed with data sets

from many different sources 

Å Data captured by instruments

Å Data generated by simulations

Å Data generated by sensor networks

ÅLƴ ǘƘŜ мфтлΩǎΣ tƘȅǎƛŎǎ bƻōŜƭ tǊƛȊŜ ǿƛƴƴŜǊ 
Ken Wilson called computational science 
ǘƘŜ ΨǘƘƛǊŘ ǇŀǊŀŘƛƎƳ ƻŦ ǎŎƛŜƴŎŜΣ 
ǎǳǇǇƭŜƳŜƴǘƛƴƎ ǘƘŜƻǊȅ ŀƴŘ ŜȄǇŜǊƛƳŜƴǘŀǘƛƻƴΩ 

Å Need for computational scientists trained in 
algorithms and numerical methods and able 
to program parallel HPC clusters and 
supercomputers

Å Jim Gray identified the coming of age of a 
ΨŦƻǳǊǘƘ ǇŀǊŀŘƛƎƳΩ ƻŦ Řŀǘŀ-intensive science

Å Both science and industry now needs 
scientists trained in managing and mining 
Ψ.ƛƎ 5ŀǘŀΩ



2012 ICERM Workshop on Reproducibility in 
Computational and Experimental Mathematics

ÅThe workshop participants noted that computational science poses a 
ŎƘŀƭƭŜƴƎŜ ǘƻ ǘƘŜ ǳǎǳŀƭ ƴƻǘƛƻƴǎ ƻŦ ΨǊŜǎŜŀǊŎƘ ǊŜǇǊƻŘǳŎƛōƛƭƛǘȅΩ

ÅExperimental scientists are taught to maintain lab books that contain 
details of the experimental design, procedures, equipment, raw data, 
ǇǊƻŎŜǎǎƛƴƎ ŀƴŘ ŀƴŀƭȅǎƛǎ όōǳǘ Χύ

ÅFew computational experiments are documented so carefully: 

üTypically there is no record of the workflow, no listing of the software 
used to generate the data, and inadequate details of the computer 
hardware the code ran on, the parameter settings and any compiler 
flags that were set



Best Practices for Researchers Publishing
Computational Results

ÅData must be available and accessible. In this context the term "data" means the raw data 
files used as a basis for the computations, that are necessary for others to regenerate 
published computational findings. 

ÅCode and methods must be available and accessible. The traditional methods section in a 
typical publication does not communicate sufficient detail for a knowledgeable reader to 
replicate computational results. A necessary action is making the complete set of 
instructions, typically in the form of computer scripts or workflow pipelines, conveniently 
available. 

ÅCitation. Do it. If you use data you did not collect from scratch, or code you did not write, 
however little, cite it. Citation standards for code and data are discussed but it is less 
important to get the citation perfect than it is to make sure the work is cited at all. 

ÅCopyright and Publisher Agreements. Publishers, almost uniformly, request that authors 
transfer all ownership rights over the article to them. All they really need is the authors' 
permission to publish. 

ÅSupplemental materials. Publishers should establish style guides for supplemental 
sections, and authors should organize their supplemental materials following best 
practices. 

From http://wiki.stodden.net

http://wiki.stodden.net/Data_must_be_available_and_accessible
http://wiki.stodden.net/Code_and_methods_must_be_available_and_accessible
http://wiki.stodden.net/Citation
http://wiki.stodden.net/Copyright_and_Publisher_Agreements
http://wiki.stodden.net/Supplemental_materials
http://wiki.stodden.net/


44 % of data 

links from 

2001 broken in 

2011

Pepe et al. 2012

But Sustainability of Data Links?



Challenge of Numerical Reproducibility?

ΨbǳƳŜǊƛŎŀƭ ǊƻǳƴŘ-off error and numerical differences are greatly magnified 
as computing simulations are scaled up to run on highly parallel systems. As a 
result, it is increasingly difficult to determine whether a code has been 
correctly ported to a new system, because computational results quickly 
diverge from standard benchmark cases. And it is doubly difficult for other 
researchers, using independently written codes and distinct computer 
ǎȅǎǘŜƳǎΣ ǘƻ ǊŜǇǊƻŘǳŎŜ ǇǳōƭƛǎƘŜŘ ǊŜǎǳƭǘǎΦΩ

5ŀǾƛŘ .ŀƛƭŜȅΥ ΨCƻƻƭƛƴƎ ǘƘŜ aŀǎǎŜǎΥ wŜǇǊƻŘǳŎƛōƛƭƛǘȅ ƛƴ IƛƎƘ-Performance 
/ƻƳǇǳǘƛƴƎΩ όhttp://www.davidhbailey.com) 

http://www.davidhbailey.com/


Same Physics, Different Programs?

ÅDifferent programs written by different researchers can be used to 
explore the physics of the same complex system

ÅPrograms may use different algorithms and/or different numerical 
methods

ÅCodes are different but the target physics problem is the same 

ÅCannot insist on exact numerical agreement

ü/ƻƳǇǳǘŀǘƛƻƴŀƭ ǊŜǇǊƻŘǳŎƛōƛƭƛǘȅ ƛƴǾƻƭǾŜǎ ŦƛƴŘƛƴƎ ΨǎƛƳƛƭŀǊΩ ǉǳŀƴǘƛǘŀǘƛǾŜ 
results for the key physical parameters of the system being explored



Big Science and the Long Tail



Big Science and the Long Tail

Number of Researchers

Data Volume

ÅExtremely large data sets
ÅExpensive to move
ÅDomain standards
ÅHigh computational needs
ÅSupercomputers, HPC, Grids
e.g. High Energy Physics, Astronomy

ÅLarge data sets
ÅSome Standards within Domains
ÅShared Datacenters & Clusters
ÅResearch Collaborations
e.g. Genomics, Financial

ÅMedium & Small data sets
ÅFlat Files, Excel
ÅWidely diverse data; Few standards
ÅLocal Servers & PCs
e.g. Social Sciences, Humanities

The Long Tail Big Science



Project Pyramids

International

Multi-Campus

Single Lab

Å In most disciplines there are: 
ŀ ŦŜǿ άgigaέ ǇǊƻƧŜŎǘǎΣ  
ǎŜǾŜǊŀƭ άƳŜƎŀέ ŎƻƴǎƻǊǘƛŀ 
and then many small labs.

ÅOften some instrument creates need for 
giga-or mega-project:

Polar station
Accelerator
Telescope
Remote sensor
Genome sequencer
Supercomputer

ÅTier 1, 2, 3 facilities 
to use instrument + data 

Slide from Jim Gray (2007)



9ȄǇŜǊƛƳŜƴǘ .ǳŘƎŜǘǎ ѻΧ½ Software

Software for

ÅInstrument scheduling

ÅInstrument control

ÅData gathering

ÅData reduction

ÅDatabase  

ÅAnalysis

ÅModeling  

ÅVisualization  

Millions of lines of code

Repeated for experiment after 
experiment

Not much sharing or learning

CS can change this

Build generic tools

ÅWorkflow schedulers

ÅDatabases and libraries 

ÅAnalysis packages 

ÅVisualizers 

ÅΧSlide from Jim Gray 2007



Computing and Big Science

ÅComputational science ςin the sense of performing computer simulations 
of complex systems ςis only one aspect of computing in physics

ÅFor Big Science projects, generation and analysis of the data would not be 
possible without large-scale computing resources

ÅExamples:

ÅNASA MODIS Satellite Data Pre-processing

ÅLSST Large Synoptic Survey Telescope

ÅLHC Large Hadron Collider Experiments

üNew challenges for open science



NASA MODIS Satellite: Image Processing Pipeline
ÅData collection stage

ÅDownloads requested 
input tiles from NASA ftp 
sites

ÅIncludes geospatial lookup 
for non-sinusoidal tiles 
that will contribute to a 
reprojectedsinusoidal tile

ÅReprojectionstage
ÅConverts source tile(s) to 

intermediate result 
sinusoidal tiles 

ÅSimple nearest neighbor 
or spline algorithms

ÅDerivation reduction stage
ÅFirst stage visible to 

scientist
ÅComputes ET in our initial 

use

ÅAnalysis reduction stage
ÅOptional second stage 

visible to scientist
ÅEnables production of 

science analysis artifacts 
such as maps, tables, 
virtual sensors

Reduction #1 Queue

Source 
Metadata 

AzureMODIS
Service Web Role Portal

Request 
Queue

Scientific 
Results 
Download

Data Collection Stage

Source Imagery Download Sites 

. . .

Reprojection
Queue

Reduction #2 
Queue

Download
Queue

Scientists

Science 
results

Analysis  Reduction StageDerivation Reduction Stage ReprojectionStage

http://research.microsoft.com/en-us/projects/azure/azuremodis.aspx

Slide thanks to Catharine van Ingen




